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We introduce a new research framework for analyzing the spatial distribution of web pages and social media (Twitter)
messages with related contents, called Visualizing Information Space in Ontological Networks (VISION). This
innovative method can facilitate the tracking of ideas and social events disseminated in cyberspace from a spatial-
temporal perspective. Thousands of web pages and millions of tweets associated with the same keywords were
converted into visualization maps using commercial web search engines (Yahoo application programming interface
(API) and Bing API), a social media search engine (Twitter APIs), Internet Protocol (IP) geolocation methods, and
Geographic Information Systems (GIS) functions (e.g., kernel density and raster-based map algebra methods). We
found that comparing multiple web information landscapes with different keywords or different dates can reveal
important spatial patterns and “geospatial fingerprints” for selected keywords. We used the 2012 US Presidential
Election candidates as our case study to validate this method. We noticed that the weekly changes of the geographic
probability of hosting “Barack Obama” or “Mitt Romney” web pages are highly related to certain major campaign
events. Both attention levels and the content of the tweets were deeply impacted by Hurricane Sandy. This new
approach may provide a new research direction for studying human thought, human behaviors, and social activities
quantitatively.

Keywords: web information landscapes; geospatial fingerprints; social media; Twitter; election

Introduction

The spread of ideas in the age of the Internet is a double-
edged sword; it can enhance our collective welfare as well as
produce forces that can destabilize the world. Traditional
approaches to understanding the spread of impacts of ideas
or events are based on twentieth century media – such as
newsletters, advertisements, physically proximal group meet-
ings, and telephone conversations. Cyberspace (Gibson
1984) (including web pages, social media, and online com-
munities) is a powerful platform for collective social com-
munications, personal networking, and idea exchange.
Scientists now can trace, monitor, and analyze the spreads
of radical social movements, protests, political campaigns,
etc., via social media and weblogs. These research efforts can
help us understand the diffusion of innovations (Roger 1962;
Hägerstrand 1967; Brown 1981), a dynamic process
whereby new concepts, ideas, and technologies spread
through our society via cyberspace and digital social net-
works over time. An innovation is “an idea, practice, or
object that is perceived as new by an individual or other
unit of adoption” (Rogers 2003, 12). When an individual

generates a new message, and that message is received and
re-sent by others, it reflects a process of communicative
innovation adoption. When spread across the potential popu-
lation of all who might adopt a given message or idea, the
diffusion rate, adoption curve shape, and market saturation
all reflect aspects of the influence of that particular idea. In
this sense, every message that is sent in cyberspace is a
potential trace or reflection of an idea (i.e., potential influ-
ence), and every re-sent message is a trace of actual influ-
ence. The more interconnected certain social networks are,
and the more central and durable certain ideas are in their
recirculation within those social networks, they can illustrate
potential signifiers of social and societal influence. This is
not to ignore some of the critiques of traditional diffusion,
such as in Blaut (1987). Using users within social networks
as the innovation centers, the diffusion assumption of con-
stant centers of innovation disappears, as any number of
people can innovate, let the idea spread, and cause another
individual to innovate without physical geographic impedi-
ments. Using social networks also breaks down the cited
exchange of diffusion (trading civilization/modernization for

*Corresponding author. Email: mtsou@mail.sdsu.edu

Cartography and Geographic Information Science, 2013
Vol. 40, No. 4, 337–348, http://dx.doi.org/10.1080/15230406.2013.799738

© 2013 Cartography and Geographic Information Society

D
ow

nl
oa

de
d 

by
 [

SD
SU

 S
an

 D
ie

go
 S

ta
te

 U
ni

ve
rs

ity
] 

at
 1

7:
15

 0
6 

N
ov

em
be

r 
20

15
 



raw materials), as online idea sharing is often close to free
(see Blaut 1987 for the cited exchange).

To date, most empirical work on mapping cyberspace
has viewed it as only loosely tethered to geospatial coordi-
nates. Summary structural counts of messages or topics, and
network linkages of message densities reflect the structure of
cyberspace, but say relatively little about the realspaces
(referring to the physical world that contains face-to-face
communication and idea dispersion) from which such mes-
sages originate or terminate. Yet, real people in realspaces are
sending and re-sending these messages, and it has long been
known that propinquity and proximity significantly influence
communication exchanges (see Rainie and Wellman 2012;
Yin, Shaw, and Yu 2011). Investigating the correspondence
between cyberspace and realspace is not only becoming
increasingly possible given current technologies, but the
discovery of such correspondences holds substantial promise
for understanding the diffusion of ideas through time and
space, both real and digital (see Adams 2010a, 2010b).
Some, such as Lerman and Ghosh (2010) have been using
social networks such as Digg and Twitter in mapping cyber-
space related to news stories. Others, such as Paul and
Dredze (2011), have been harnessing Twitter in relation to
public health; isolating geographic regions related to cyber-
space messages. There are also Vieweg et al. (2010) who
examined Twitter in relation to natural hazard events.

This article introduces an innovative research frame-
work, called Visualizing Information Space in Ontological
Networks (VISION) (http://mappingideas.sdsu.edu).
VISION is designed to track spatial patterns of publicly
accessible web pages and semi-private social media based

upon searching predefined clusters of keywords deter-
mined by domain experts (Figure 1). The digital “foot-
prints” of human beings (including social media, web
pages, weblogs, and online forums) were traced by our
two “information mining” tool sets. The Cyber-Discovery
Tools (Java-based) were created to collect web pages with
associated keywords using Yahoo, Google, and Bing
commercial search engine APIs (application programming
interfaces). The Geo-Search-enabled Twitter Tools
(Python-based) are designed to collect tweets associated
with different cities, regions, and keywords by using
Twitter Search APIs or Streaming APIs. The collected
digital footprints were converted into visualization maps
and graphs using Geographic Information Systems (GIS)
analysis functions and geolocation methods. These visua-
lization maps represent cyberspace information landscapes
constructed by a collection set of human ideas and mes-
sages. The ontological analysis focuses on the dynamic
relationships among space, time, and actual message con-
tents, which may facilitate the creation of new commu-
nication models and social science theories in the future
(Figure 1).

Following the concepts of diffusion innovation intro-
duced by Rogers (2003), Hägerstrand (1966, 1967), and
related works (e.g., Andrés et al. 2010; Elkink 2011;
Postmes and Brunsting 2002), this multidisciplinary fra-
mework (VISION) demonstrated a new methodology for
visualizing and analyzing web pages and social media
contents from a spatiotemporal perspective. Our research
extends the scope of spatial analysis from physical world
phenomena to cyberspace contents. Applications of web

Figure 1. The Visualizing Information Space In Ontological Networks (VISION) framework.
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information landscapes can be extended to multiple fields
including marketing, homeland security public health,
and business planning.

In this article, we used the 2012 US Presidential
Election as our case study to validate this VISION frame-
work. Thousands of web pages and millions of tweets
were geocoded with real world coordinates and repre-
sented as cyberspace information landscapes. Three types
of comparison methods were demonstrated in this article
for the analysis of cyberspace information landscapes:

(1) The weekly dynamic change of web page infor-
mation landscapes associated with the comparison
between “Mitt Romney” and “Barack Obama”.

(2) The daily andweekly changeof socialmedia (tweets)
attention levels associated with “Mitt Romney” vs.
“Barack Obama” during the election campaign.

(3) The weekly comparison of word cloud changes
(sentiment analysis from tweets) associated with
“Mitt Romney” vs. “Barack Obama” before and
after the Hurricane Sandy.

Overall, this research demonstrates the validity of our new
theoretical framework, VISION, while discussing new
insights concerning cyberspace regarding the US
Presidential Election. We show the value of investigating
the spatial location of relevant web servers and geocoded
tweets while establishing a method for using these sources
to uncover new ways of relating cyberspace to realspace.
From the case study of the election, we also show the
levels of web server activity for particular candidates and
the Twitter activity related to particular candidates. These
levels of activity are then contrasted when a large-scale
news event occurs (Hurricane Sandy). The primary goal of
this is to evaluate and refine our theoretical framework,
VISION, but we have also discussed the implications of
the research on the US Presidential Election.

Collecting big data: semi-public web pages and
semi-private social media

Our VISION framework focuses on mapping two types of
cyberspace communication channels: public channels (mass
media) and private channels (personal communication net-
works) (Figure 2) (Robinson 1976). In traditional commu-
nication research, the public channels are TVs, newspapers,
radios, etc. The private channels are face-to-face conversa-
tions, local community meetings, personal letters, etc. In
cyberspace, our VISION framework utilized web search
engines to analyze the spread of similar web pages associated
with keywords as semi-public channels. Higher ranked web
pages are more “public” to users. Lower ranked web pages
are less public. On the other hand, we analyzed the spread of
tweets associated with keywords by Twitter API as semi-
private channels. Most readers of tweets are the friends of
Twitter users as “followers”. Both communication channels
can generate a large volume of data (Big Data), which
requires a large data archive and high performance analysis
cyberinfrastructure.

The VISION framework also attempts to understand
the relationship between cyberspace activity and the
events of realspace. In order to frame the distortion of
the real world to cyberspace, we use the analogy of the
Earth distorted to maps using different projections
(Figure 2). As geographers, we can take a projection
(which is in essence a specific distortion) and transform
it back to the original coordinates. In the same vein, we
are using the VISION framework to understand how to
transform the cyberspace communications we collect into
an accurate picture of the world.

Figure 3 illustrates two examples of communication
channels (media) we collected in VISION. Figure 3a dis-
plays the web pages ranked by the Yahoo search engine
with the keyword “Obama” (representing the semi-public
channels) by using the Cyber-Discovery Tools. Figure 3b
shows the tweets collected by the Geo-search-enabled

Figure 2. (a, b) The Two types of cyberspace communication channels: public mass media vs. private networks (a, left) and the
distortion effects of cyberspace maps by different media (b, right).
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Twitter Tools with keyword “Barack OR Obama” (repre-
senting the semi-private channels).

The following sections will explain the methods and
tools used for collecting web page search results and
geolocation-based tweets.

Collecting and mapping web pages

Most web search engines rely on web crawlers (or web
robots) to collect and index web page content into a
centralized database. Web crawlers are dynamic network
programs designed for collecting and duplicating targeted
website contents (remotely) into web index databases. The
crawler can perform very comprehensive web page index-
ing tasks for web search engines (Brin and Page 1998).
After the creation of web page index databases, the next
step is to decide the ranking of hits based on specific
keywords. Different search engines have adopted different
ranking algorithms and methods. Current Google search
APIs can only be used to retrieve up to 64 web pages from
Google search engine each time. Therefore, the VISION
prototype requires the use of Yahoo and Bing search
engines APIs because they provide up to 1000 web
pages from their APIs in a single keyword search.

After retrieving the ranked web pages from Yahoo and
Bing search engine APIs, the next step is to find the

geolocation of Internet Protocol (IP) addresses associated
with each web page. Most geolocation operations are
performed by sending requests to a WHOIS database
server or to commercial IP geolocation databases, such
as MaxMind or IPPage. The WHOIS database server
stores hundreds of thousands web server IP addresses,
domain names, and associated registration information.
WHOIS databases are maintained by Regional Internet
Registries (RIR). Each Internet Service Provider (ISP)
has to register its web servers to RIR in order to get an
assigned IP addresses for their servers and web applica-
tions. Therefore, researchers can use the WHOIS protocol
to query registrant information for specific domain names
or IP addresses. For example, the registrant of the “SDSU.
EDU” server is “San Diego State University, 5500
Campanile Drive, San Diego, CA 92182”. When an IP
address is converted to a geolocation, there is one poten-
tial problem: location accuracy. Some Internet machines
link to proxy servers in order to protect their geolocations
and privacy. The original website IP addresses could be
replaced by the proxy servers, and the geolocations of
these machines might be incorrect (Svantesson 2005).
Due to the limitation of current geolocation technology,
we cannot guarantee the 100% successful conversion rate
for all geolocation procedures. However, other research
has shown relatively high rates IP address geolocation,

Figure 3. Two types of communication channels (media) collected by VISION. (a) Web page search results (by Yahoo Engine with
keyword “Obama”). (b) Tweets search results (by Twitter API with keyword “Barack OR Obama”).
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with estimates of spatial accuracy of 62% to 73% within
40 km for MaxMind databases (Shavitt and Zilberman
2010). This can be seen in Figure 3 as the third record,
www.whitehouse.gov, would typically be considered to be
in Washington, DC, but is placed in our system as being
located in Denver, CO. This is a problem, but published
research claims this is not typical and we are in the
process of examining this issue on a much larger scale
within our research.

In the VISION framework, we developed the Cyber-
Discovery Tools, which combine the web search engine
APIs from multiple search engines and IP Address Lookup
Service from theMaxMind database (using the free version).
The Cyber-Discovery Tools can automatically generate
ranked web pages (with URLs) associated with keywords
with geocoded coordinates. We used the tools to search two
keywords, “Obama” and “Romney” weekly from 18
December 2011 to 7 November 2012 in both Yahoo and
Bing search engines.We collected over 45 weeks of datasets,
but missed 2 weeks of data due to our server errors. After the
45 weeks, we collected over 44,200 web pages related to the
“Romney” keyword and another 44,200 web pages for the
“Obama” keyword. This article only reveals a small portion
of our collected web page datasets.

Collecting and mapping social media messages (tweets)

Social media (such as Twitter and Facebook) are powerful
communication platforms for idea exchange, breaking news,
personal networking, political opinions, and collective
actions. By using smartphones, personal computers, and
mobile devices, people can communicate and coordinate
their activities geospatially, and to a significant degree, to
accomplish these social communication functions in near-
real time. The rich information available in social media can
now be monitored, traced, and analyzed in ways that may
assist researchers understanding of various diffusion pro-
cesses, human behaviors, and the collective moods around
the world (Newsam 2010; Perreault and Ruths 2011; Golder
and Macy 2011; Lee, Wakamiya, and Sumiya 2011).

Twitter is a popular online micro-blogging service
established in 2006. Users can write and broadcast short
messages (restricted to 140 characters) to their “followers”
in Twitter. These short messages are called “tweets”,
which are searchable by keywords, authors, and hashtags
(#). Twitter has over 140 million active users in 2012 and
generates over 340 million tweets daily (Twitter 2012).
The age demographics of Twitter are slaneted toward the
youth, with users aged 18–24 averaging nearly two and a
half times as many hours on social media as users aged 65
and above (Nielsen 2012). Scientists can analyze this
huge collection of tweets and their content to conduct
both qualitative and quantitative analysis of social com-
munication. This new approach provides an unprece-
dented opportunity to research social networks and

human communication (Miller 2011; Stefanidis, Crooks,
and Radzikowski 2011).

While privacy may be an issue for some, the location
tracking service of Twitter is an “opt-in” service, meaning
that users must allow Twitter to track their locations as
opposed to this being a default setting. With deep ques-
tions about the privacy of the “geoweb” in general, a
future discussion would be needed to further evaluate the
ethics of using geographic information science and large
databases with social media (Elwood and Leszczynski
2011). Privacy can also be an issue in data accuracy, as
those who value privacy may not use accurate information
or may not update information. Web demographics con-
sider this a sincere concern, and some sites use an “opt-
out” style that requires the user to remove their informa-
tion as a balance between database integrity and privacy
protection (Chow 2013).

Our research team developed the Geo-search-enabled
Twitter Tools utilizing the official Twitter search APIs. The
Python programs can retrieve tweets by using keywords
and by defining searchable spatial range. Search results
including user names, user ID, tweet text content, created-
_time, and spatial locations were saved into Structured
Query Language (SQL) database and exported to excel
files for analysis and visualization purposes. The spatial
locations of tweets were tagged by the Twitter API auto-
matically. We performed searches using two candidates’
full name “Barack OR Obama” and “Mitt OR Romney”
to capture tweets mentioning the two candidates in full
name or first/last name only. Regarding the study area, we
selected the top 30 US cities (by population) and set up a
spatial range to cover major metropolitan areas without
overlapping each other. The center of each city was defined
using the GeoNames map centers and the spatial radius was
set as 17 miles from each city center. The span of 17 miles
was selected to cover the metropolitan areas of our 30 cities
without overlapping nearby cities such as Washington DC
and Baltimore. We compared the weekly and daily numbers
of tweets collected by each candidate keywords (as the
“attention” level index) to the poll data and the final elec-
tion results. These comparison results are highlighted in the
later section of “Geolocation-Based Tweet Analysis”.

Visualizing the dynamic change of web page
information landscapes

There are various spatial analysis methods applicable for
mapping web page search results, such as Thiessen
(Voronoi) polygons, Inverse Distance Weighting, or sim-
ple Kriging. We selected the kernel density methods
because the kernel density method reflects the “probabil-
ity” concept of IP geolocations: the contents of web pages
are more likely to be associated with the geolocation of IP
addresses. For example, the content of San Diego State
University (SDSU) web page is more likely to be
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associated with the actual geolocation of SDSU server’s IP
address, which is registered as “5500 Campanile Drive,
San Diego, California” in the WHOIS database. In addi-
tion, many points (web pages) overlap (with the same
server IP addresses, or geolocation coordinates). The ker-
nel density method can better represent the “density” of
points in the overlap situation.

In our design, the ranking numbers of web page search
results were considered as the “popularity” or the “popu-
lation” in the kernel density algorithm. A higher ranked
web page is more “popular” and has a higher probability
value compared to a lower ranked web page. Therefore,
we converted the ranking numbers into the population
parameter. After we created the kernel density maps of
web pages associated with various keywords, we found
that higher density areas of web page IP geolocations are
associated with major US cities with bigger population,
such as New York and Los Angeles. This indicates that the
density (or geographic probability) of web pages may be
closely related to the size of city populations.

Our next step was to calculate the differences between
two different keyword maps, such as “Mitt Romney” vs.
“Barack Obama”. A raster-based map algebra tool from
ArcGIS was used with the following formula:

Differential Value = (Keyword-A/Maximum-Kernel-Value-
of-Keyword-A) – (Keyword-B/Maximum-Kernel-Value-of-

Keyword-B)

The differential information landscape map illustrates
important geospatial fingerprints hidden in the text-based
web search results depending on the context of selected
keywords. In this article, geospatial fingerprints are
defined as the unique spatial patterns (e.g., clusters) of
web information landscapes associated with different key-
words or concepts. One important aspect of the creation of
information landscapes is the selection of the kernel den-
sity threshold (radius). We used 2 map units (around 100
miles) to reflect the average size of US cities (including
suburban areas). We noticed that changing threshold dis-
tances adopted in kernel density operations can result in
drastically different spatial patterns and relationships at
various map scales. The spatial scale dependency reflects
the nature of geospatial fingerprints and the spatial char-
acteristics of web information landscapes.

Figure 4 illustrates two weekly web page information
landscapes with the differential value between “Romney”
and “Obama”. The red color areas have relative higher
probability of hosting “Romney” related web pages com-
paring to the probability of hosting “Obama” web pages
based on their web server IP address geolocations. The
blue color areas have relative higher probability of hosting
“Obama” web pages comparing to the probability of host-
ing “Romney” web pages. The changes in color intensity
is not related to an overall increase in collected web pages

as there were 505 web pages collected for week 37 and
488 web pages collected for week 38.

The color patterns in the differential value maps illu-
strated some interesting “signals” or “geospatial finger-
prints” about the two keywords (“Romney” and “Obama”).
In week 38, the red color areas have significantly increased
comparing to the previous week (week 37). This changemay
be related to the Republican National Convention in Tampa,
Florida on August 27–30, 2012. In the Figure 4b (week 38),
Salt Lake City in Utah has very high probability of hosting
“Romney” web pages. This might be related to his previous
political connection to the Salt Lake City and his religious
preferences. On the other hand, Chicago, Illinois shows the
higher probability of hosting web pages related to “Obama”
due to his political connection (as his former chief of staff is
the city mayor, and Obama was the US Senator from
Illinois). However, there are some patterns which are difficult
to explain, such as the blue areas in Denver. One interesting
observation is that the Convention was hold in Tampa,
Florida, but the major hot zones (red color areas) are not in
the same location. The changes in visual patterns represent
the temporal changes of the “geospatial fingerprint”.
Depending on the date of collection, the “fingerprint” may
fluctuate. However, we are primarily concerned with the
most significant probabilities and the most significant
changes within these fingerprints. Early on, we have been
using visual techniques to examine changes that may relate
to major news events, but plan on using more sophisticated
correlation techniques as we refine the process to better
understand the temporal changes.

In the following few months, our weekly comparisons
showed some similar observations that the dynamic
changes of web information landscapes are closely related
to the real world events, such as the 11 September tragedy
in Benghazi (the killing of the US Ambassador) and the
Second Presidential Debate on October 17, 2012. The
completed series of web information landscapes can be
accessed from our project website: http://mappingideas.
sdsu.edu/mapshowcase/election/webpage/election3.html.

Analyzing and mapping geolocation-based tweets

In addition to analyzing the weekly changes of web page
information landscapes of two presidential candidates, our
project utilized the Geo-search-enabled Twitter Tools to
collect over 16,751,331 tweets using keywords (related to
the two candidates’ names) from the selected 30 US cities
from 25 June 2012 to 5 November 2012. We realized that
there are many “noises”, “errors”, “biases”, and “distor-
tion” within these collected tweets. For example, over
30% of tweets are RT (retweets) and over 20% of tweets
are generated by “robots” or media tools (based on our
preliminary analysis). It should also be noted that geolo-
cated tweets are a small percentage of all tweets; research
by Hale, Gaffney, and Graham (2012) states it as low as
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0.7% while Takhteyev, Gruzd, and Wellman (2012) pre-
sent evidence that the ratio is as high as 6%.

The higher number of tweets associated with key-
words may not indicate the supporting rate or true popu-
larity. In fact, there are multiple reasons that a user may
retweet something, ranging from sharing an idea, starting
a conversation, or to entertain the user’s followers (Boyd,
Golder, and Lotan 2010). We use the term “attention
levels” rather than “popularity” to indicate the higher
numbers of tweets associated with each candidate. This

is not to ignore the differences between social contagion
(social influence) and homophily (simple sharing of traits).
While we are looking for the diffusion of ideas in a pattern
that reflects social contagion, it cannot be discounted that
we are observing homophily, and are conscious of the
uncertainty in contagion (Miller 2011, 1815). Another
source of potential bias in our tweet analysis is that we
only collect tweets from the 17 mile radius of major US
cities, where the urban population profile may prefer the
Democratic candidate. While there could be an issue

Figure 4. The weekly change of web information landscapes (comparing “Romney” web page density probability vs. “Obama”
web page density probability from Week 37 to Week 38). (a) 26 August 2012 (Week 37) “Romney” web pages vs. “Obama”
web pages. (b) 3 September 2012 (Week 38) “Romney” web pages vs. “Obama” web pages.
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related to only collecting urban tweets, it could have been
worse to add in the rural tweets directly. The difference in
the frequency of tweets from urban vs. rural areas creates
what is essentially a different scale for the different
regions. There are too few tweets from rural areas to
apply it to this research. The following analysis of tweets
are only based on the original numbers of tweets without
any filtering or cleaning processes due to the limitation of
time and resources. Surprisingly, the raw data tweets are
still highly related to some events and changes in the real
world.

Figure 5 illustrated the normalized numbers of tweets
by the 17 miles radius population in each city and the
comparison of tweet “attention levels” (represented by the
numbers of tweets per 1000 people) between the two
candidates (Obama vs. Romney). Washington DC has
highest ratio of tweets per 1000 people comparing to
other cities.

Figure 6 illustrated the pie chart maps to compare the
changes of tweet attention levels before and after
Hurricane Sandy. Hurricane Sandy was a devastating
storm causing severe damages to the US East Coast in
October 2012, a week before the 2012 Presidential
Election. This event created a significant change of tweet
attention levels between the two candidates based our
tweet collection (Figure 6). The size of circle indicates
the total numbers of tweets divided by the city population.
Bigger circles mean more people submitted tweets in the
city during that day. Comparing Figure 6a and b, the
circles of East Coast cities (Washington DC, New York,
and Boston) have increased significantly after Hurricane
Sandy. The attention levels between “Obama” and
“Romney” also changed in these cities. For example, in
New York City, the attention percentage of Romney has
changed from 56% (October 24, 2012) to 34% (November

01, 2012). Overall, nine of the thirty cities changed from a
majority Romney attention percentage to a majority
Obama attention percentage, and many others increased
the Obama percentage compared to the Romney
percentage.

Figure 7 illustrates the daily comparison of the total
numbers of tweets between the two candidates (combining
all 30 US cities) from October 28 to November 4, 2012.
We found that the changes of tweet attention levels
between two candidates are similar to other official polls
regarding the Presidential Election. “Obama” keyword’s
attention level became higher than “Romney” keyword
after October 31 when Hurricane Sandy caused significant
damages in the New York City. But, the gap between the
two candidates’ attention levels became smaller in the last
2 days (November 3 and 4, 2012).

Top vocabulary items in weekly tweets

In addition to the tweet attention level analysis, we also
conducted sentiment analysis by calculating the fre-
quency of vocabulary items mentioned in tweets. To
reveal the trending topics of these tweets, our research
team developed a Python script (called Vocab) which
reads millions of tweets from our excel files and extracts
the most frequent vocabulary items used within a week
or a month. A long list of “stopwords” are fed to the
Vocab to recognize and ignore the common words peo-
ple use in sentences. The output of Vocab is the top 800
most frequent vocabulary items and the separated counts
of how many times each word shows up. Vocab is also
programmed to easily integrate with R, a free statistical
software, for result visualizations. Word clouds were
created by using the “wordcloud” library of R. The
sizes of words in the word cloud are based on their

Figure 5. Accumulated tweets (per 1000 people) in top 30 US cities from June 25 to November 05, 2012 (total number of collected
tweets: 16,751,331). The order of the cities is based on the total number of tweets per 1000 people for each city, starting with the highest
number of tweets per 1000 people.
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frequencies from weekly aggregated tweets and trending
topics could be seen from the larger words in the word
clouds (Figure 8). In the word clouds, we excluded the
keywords of candidates’ names, such as “Obama”,
“Barack”, “Mitt”, and “Romney”, because these key-
words are always the highest ranked keywords in our
collected tweets (being that they must be in the tweet to
collect it).

Figure 8 illustrated four different word clouds, created
by extracting the most frequent vocabulary items from

tweets 1 week before Hurricane Sandy and 1 week after
Hurricane Sandy. The two left-side clouds are the voca-
bulary from Obama related tweets and the two right-side
clouds are from Romney related tweets.

For both of the candidates, the before-Sandy tweet voca-
bulary was centered around the final presidential debate (held
on 22 October 2012). This can be seen from the top result in
each cloud, “debate”, and from the other high results, such as
“foreign” and “policy”. However, immediately after Hurricane
Sandy, the vocabulary shifted to weather and relief-related

Figure 6. The comparison of tweet attention levels between “Romney” and “Obama” before and after the Hurricane Sandy. (a) The
tweet attention levels between Obama and Romney on 24 October 2012 (before the Hurricane Sandy). Red: “Romney” related tweets,
Blue: “Obama” related tweets. (b) The tweet attention levels between Obama and Romney on 1 November 2012 (after the Hurricane
Sandy). Red: “Romney” related tweets, Blue: “Obama” related tweets.
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topics. Top vocabulary terms for Obama were “sandy”, “hur-
ricane”. For Romney, the top terms were “fema” (for the
Federal Emergency Management Agency), “sandy”, and
“campaign”. In 1 week, the national focus related to each
candidate switched from the debates, which had been signifi-
cant formost of themonth ofOctober, toHurricane Sandy, and
the aftermath of the destruction. The attention on Romney

tended to focus on critical statements regarding FEMA from
aRepublican primary debate on 13 June 2011.Many criticized
Romney’s view on the elimination of the organization in light
of the need for relief after Hurricane Sandy.

Figure 9 displays the word clouds as raw vocabulary lists,
and the stark difference between the 2 weeks can be seen. The
term “sandy” is in the top three for both candidates after
Hurricane Sandy, while “debate”, the former top result, has
disappeared from the top 25 results of both candidates. There
are also storm-related terms throughout the post-Sandy list,
such as “storm” and “disaster”. The term “christie”, referring to
New Jersey Governor Chris Christie, rose to ninth in the list
post-Sandy, probably due to complementary comments made
byChristie in the aftermath of the storm.These commentswere
significant as Christiewas known as an outspoken opponent of
Obama before the storm.

Summary and future research

This research demonstrated a research framework,
VISION, for tracking and analyzing the spatial content
of social media (Twitter) and web pages, visualized the

Figure 7. The daily comparison of the total numbers of tweets
between the two candidates (combining all 30 US cities) from 28
October 2012 to 4 November 2012.

Figure 8. The comparison of word clouds between Obama related tweets and Romney related tweets (before and after Hurricane
Sandy).

346 M.-H. Tsou et al.

D
ow

nl
oa

de
d 

by
 [

SD
SU

 S
an

 D
ie

go
 S

ta
te

 U
ni

ve
rs

ity
] 

at
 1

7:
15

 0
6 

N
ov

em
be

r 
20

15
 



dynamic comparison of web information landscapes, and
examined the correlation between the popularity of candi-
dates on Twitter and the actual election results. Social
media and web information landscapes have much poten-
tial to be applied in the election campaign or poll analysis.
But we need to develop more comprehensive data analysis
methods and data cleaning algorithms to reduce the noises
and errors in social media data.

By tracking and analyzing the contents of tweets and
web pages, researchers might be able to reveal important
social contexts of specific events (such as presidential elec-
tions) and understand the temporal and spatial relationships
among these short messages and human behaviors (Tsou
et al. 2012). The digitization of social media and web
pages may be able to provide massive data and facilitate
the emergence of a data-driven computational social science
(Lazer et al. 2009). Analyzing the spatial and temporal
dynamics of “collective thinking of human beings” in social
media and web pages could lead to improved comprehension
of the factors behind those ideas, events, and the manifold
human behaviors that result, which is important in reducing
misunderstandings and strategizing how to address contro-
versies and conflicts in the world.
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