Introduction

There is a revolution taking place in how social scientists research aggregate and synthesize the data and observations that constitute our understanding of social phenomena (Lazer et al., 2009; Shaw, Yu, & Bombom, 2008). Analyses of social phenomena received an unprecedented boost after the invention of high-speed computers. Prior to the 1960s most significant advances in theory building in social sciences were relegated largely to what we may charitably called, “informed speculation.” Karl Marx did not have to bother with the problem of falsifiability of
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his proposed theory (Popper, 1980). John Maynard Keynes advanced his general theory without formally statistically testing his hypotheses; he could not empirically demonstrate the link between aggregate demand and economic activities, the central tenet of his argument. Charles Darwin required months at sea, years more of correspondence with fellow scientists and physical examination of specimens, as well as experience with myriad of exemplars to fully formulate the framework of natural selection theory. The social movement theorists of the period had to rely primarily of perceived plausibility of their postulates or attempt to offer proof by conducting small case studies. There were a number of significant problems for empirical verification of posited hypotheses, the hallmark of scientific reasoning (Bostrom, 2003; Chow, 1992; Gilman, 1992; Pavitt, 2004). All of these classic achievements of 20th century social science and theory occurred in the absence of computing technology. It is no accident that they were in their nascent forms rich with ideas and poor of data.

First, without the computer, collection of large-scale aggregate data and their analyses were problematic, extremely time consuming, and frequently impossible. The first installation of commercial computer, UNIVAC I, took place in 1951 in the U.S. Bureau of Census. Soon thereafter, a similar machine, employed by the CBS was used for the first time to predict the 1952 presidential election. With the help of the new technology, 1 percent of the US population was surveyed and the TV news organization was able to correctly predict the outcome of the election: the win of Dwight D. Eisenhower (Gupta, 1994).
As noted by Bell, Hey and Szalay (2009), “Today, some areas of science are facing hundred- to thousand-fold increases in data volumes from satellites, telescopes, high throughput instruments, sensor networks, accelerators, and supercomputers, compared to the volumes generated only a decade ago” (p. 1297; see also Gleick, 2011). One specific attempt to estimate information available to the average U.S. consumer, relative to the amount of information consumed, has grown from 82-to-1 in 1960 to 884-to-1 (Neuman, Park, & Panek, 2012). The problem is no longer obtaining information, but obtaining clarity in the midst of information overload.

**A New Era of Computing Capabilities**

With such developments in information retrieval, social science has entered a new era of potential empirical verification and prediction. The invention of computers enhanced the capabilities to analyze quantities of numbers beyond any previous human capabilities (Brier & Hopp, 2011; Johnson, Dunlap & Benoit, 2010). Multivariate regressions, which were relegated largely to theoretical development, suddenly became commonplace in estimation. With increased computing capabilities came much more sophisticated statistical techniques. With enhanced ability to crunch numbers, a virtual explosion began to take place in the collection of data on innumerable aspects of life. For instance, today, a nation’s development does not need to be defined solely on the based of per capita GDP. It is definable much more broadly with multi-faceted Human Development Index.  
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cross-national indicators of state failure⁴, corruption⁵, and even gross national happiness⁶.

Despite these breathtaking developments in data collection and computing capabilities, traditional social science research methodology suffers from some significant shortcomings and challenges (Ramakrishnan & Grama, 1999; Yang & Wu, 2006). These challenges stem less from the constraints of computational capability or methodological sophistication, but from the process by which social science data are collected.

**Traditional Social Science Methodology**

Most social science data are collected through one of two ways. They are either collected from observations of direct indicators in the "real world" (e.g., votes counted in an election, instances of violence in the media, etc.) or sample populations are surveyed to learn about their preferences and attitudes (Gupta, 2010). In either case, the process can be extremely expensive, labor-intensive and time-consuming. The decennial census data, the most accurate portrayal of life in the nation takes years to collect, collate, and to publish. Even the quarterly data are lagged by time. Surveys – unless constituted by routine questions such as daily presidential approval ratings – take a long time to design, implement, and to analyze.

⁵ http://www.transparency.org/policy_research/surveys_indices/cpi/2010
While data collection traditionally has taken a long time, the world events in the age of super connectivity and spatial mobility are moving at a geometric rate. In the past, it has generally taken years for collective movements to take shape. The Civil Rights movement took at least a couple of decades to reach its height. Al-Qaeda, similarly, had to struggle for years before it was recognized on the global stage. Compared to these, the lightning speed with which the so-called “Arab Spring” spread through the Middle East (Elson et al., 2012; Howard & Hussain, 2001; Murphy, 2006; Spitzberg et al., 2012) and the “Occupy Wall Street” (Ladhani, 2011) spilled over most of the developed world is virtually unprecedented (see, e.g., Hwang et al., 2006; Postmes & Brunsting, 2002; Rohlinger & Brown, 2009).

The rapid diffusion of ideas across various social domains is taking place primarily due to two important factors, both of which relate to the advancement in computer technology and electronic media. The first relates to the physical nature of the innovations whereas the second pertains to the psychology of the users. The ease of communication has indeed made efforts to communicate with a large number of people extremely cost effective and efficient (e.g., Andrés et al., 2010; Huang & Chen, 2010). In the past, people needed to have a “megaphone,” offices or institutional pulpits that often came at the heavy expenditure of time and money. As a result, those who were in positions of public prominence had a “bully pulpit” from which to address large crowds or whatever constituted the local or national mass media of the day. Others, attempting a grass-root movement had to slog through years of work. In the contemporary technological context, messages can be spread through the web and myriad social media outlets and can put forward ideas that
have not been previously vetted through years of socio-political group activities (e.g., Flache & Macy, 2011; Postmes & Brunsting, 2002).

Second, as Olson (1968) pointed out, there has traditionally been a psychological impediment in voluntarily organizing large protest movements, known as the “collective action” problem (Hunt & Benford, 2004). Some of the collective action problems resulted from the fact that the costs of exposing contrarian viewpoints would fall primarily on those who would dare to take the first step, whereas the benefits, if the common good is procured, would flow to everyone in the community. As a result, the “collective action problem” would dictate that even when there is a deeply help desire by a large segment of the population for a significant social change, such demand would probably not even be properly articulated (Gupta, 2001). Compared to contemporary capabilities to give voice to risky beliefs or to evidence physical group affiliations, the risks of having to incur stiff costs would weigh heavily in the minds of the early activists (Watts & Dodds, 2007).

In contrast, many activists feel—albeit often erroneously—a sense of anonymity when computers and electronic media are relied upon for the purposes of political mobilization (Lewis et al., 2008; Rohlinger & Brown, 2009; Saldarini & DeRobertis, 2003). Most people tend to have a barrier between their public pronouncements and their privately held beliefs (Kuran, 1988; Petronio, 2002). People possess different levels of their own personal “threshold point” of tolerance for the status quo. When these thresholds are breached, people come out of their cocoons and join a mass movement. The society may appear to be extremely stable
until the day when people would come out and join the revolution. Significant “cascades can only occur when the influence network exhibits a ‘critical mass’ of early adopters, ... who adopt after they are exposed to a single adopting neighbor” or peer (Watts & Dodds, 2007).

Given that neighbors and peers often engage in false expressions of their actual preferences until a sufficient threshold of peers has adopted the actual preferred position (Kuran, 1989, 1995), radical positions are particularly risky in the context of the status quo. That is why Kuran argued, that it is impossible to predict the demise of established political systems, such as the Soviet Union or the Shah’s Iran, Mubarak’s Egypt or Assad’s Syria (see also: Taleb & Blyth, 2011). Since many users, especially the neophytes believe that the computer accords greater anonymity than face-to-face interactions or traditional print and video media, it is possible that in the present condition of technological advancement the threshold level has been reduced considerably (Douglas & McGarty, 2001; Spitzberg et al., 2012). With so many being willing to express their deeply held ambivalence or resistance online, more and more are emboldened to join such voiced causes, thereby forming large political movements almost out of thin air.

The Problem of Traditional Research Methodology

In view of such an altered world, it is clear that the social sciences and policy studies will need, and find, newer and far more sophisticated methods of collecting, extracting, synthesizing, and analyzing data to explain and predict social processes (e.g., Apinar et al., 2006; Bell et al., 2009; Cannataro & Talia, 2003; Lazer et al.,
Given the lag in collecting and disseminating traditional data, the traditional research method is akin to astronomers looking at a distant star; the light rays that hit the telescope are light years in the past and say nothing about its current condition. Thus, data mining will be increasingly necessary as an arrow in the arsenals of social science methodology. Human nature may not have accelerated, but the ability of the species to observe it and communicate it has.

**Revolution in Social Science Methodology**

The word “data mining” was once a dirty word in the social science research, where it was seen as a way of fishing for answers by randomly examining a lot of information without proper theoretical background. However, in the field of computer-assisted research, the term, implying collecting information through monitoring the Internet, is finding new respectability (Leetaru, 2012; Ramakrishnan & Grama, 1999; Yang et al., 2006). As a result, the monitoring of the web sites, the Twitter and the like is open up new methods of understanding social interactions and collective behavior (e.g., Bai, 2011; Crandall et al., 2010; Erickson, 2010; Li & Wu, 2010; Suh, Hong, Pirolli, & Chi, 2010; Takhteyev, et al., 2011; Zimbra et al., 2010).

The monitoring of communications on the Internet creates a deluge of data (Bell et al., 2009). In the past, where researchers used to worry about the sample size, the methods of data mining yield millions of observations. Therefore, the first challenge for the researchers is to classify these in a meaningful way so that we can
make some sense of our collective mood, positions, and opinions (Altaweel, Alessa, & Kliskey, 2010; Brier & Hopp, 2011; Cao, 2010). For instance, by monitoring the Twitter traffic, a group of researchers claimed to have observed the world’s mood swings during the week, the year, and in response to momentous world events (Miller, 2011). Other research has demonstrated that Tweets can predict stock market fluctuations (Bollen et al., 2011). Sentiment analysis of online political discussions can accurately predict public opinion shifts in reference to presidential popularity and attitudes toward public policy (González-Bailón, Banchs & Kaltenbrunner, 2012). Such research relies not on the direct observation of moods or peoples’ self-reports about how they feel, but on empirical proxies or surrogates that imply what individuals might be feeling. Critics abound; information culled from the cyberspace may indeed be perfunctory, misleading, or worse (Brasch, 2005). This, however, is similar to understanding economic achievement of nations by measuring illumination at night from satellite imagery. Or, for instance, the tonnage of trucking or orders for packaging materials can provide an important clue to the future economic activities of a nation. These may not be perfect indexes, but when used judiciously they can be sufficiently good indicators of what we are attempting to measure.

**Web sites, Social Media and the Twitter**

Data can now be collected from various new media sources. Among the most informative of these sources for social scientific at this time are (a) the contents of World Wide Web postings, (b) social media, such as open pages of Facebook, and (c) social media such as Twitter, Flickr, Pinterest, etc. There are, however, some
important differences among these sources of information (e.g., Papacharissi, 2009). For example, traditional statistical models are well-suited for analysis of the point-based data of the internet, but hyperlink and social media tend to emphasize link-based data, which tend to require network-analytic tools (Barabási, 2002; Lewis, 2009).

Are there differences among such media sources in terms of how people reveal their inner thoughts? Some of these differences are more obvious than others (Attrill & Jalil, 2011). For instance, while the Internet allows for expansive explanations of the posters’ positions, the Twitter has a strict limitation of 140 characters. While many Internet sites have a “private members only” area or other restrictive privacy settings, the messages sent by Twitter are totally public, although such contents are stored for a relatively short period of time. During this time, the data are available to researchers. Twitter’s reliance on hash tags allows search programs to trace tweets and followers’ re-tweets, which allows researchers to seek insights into social interaction and networking by the users.

The new technology is finding new uses at an ever-increasing rate. A number of studies, for instance, have found chatter on Twitter to be a strong predictor of election outcomes (Huberty, 2012). The current grant from the National Science Foundation, which allowed us to conduct research for this article is an example of concerted effort by various governmental agencies to expand the horizon of social science research based on monitoring of the Internet communications. The Intelligence Advanced Research Project (IARPA), has similarly funded a project to develop early warning systems for predicting protest demonstrations, spread of
epidemics, and sudden economic downturns for Latin American countries, based on open source information on the Internet.\(^8\)

**The “Buzz” and the “Narrative”**

When eavesdropping on peoples’ electronic conversations, interest tends to seek the buzz and the narrative. *Buzz* is defined as a concentration of postings at a certain location. Thus, relatively autonomous search algorithms can identify clusters and trends of postings and their discrepancies form baseline patterns, thereby indicating in almost real time the likelihood of collective activities in real space, such as large-scale events or flash mobs (e.g., Lee, Wakamiya & Sumiya, 2011). Other research on large-scale data sources such as Twitter demonstrate substantial pattern interdependency between social network connection and airflight patterns (Takhteyev, Gruzd, & Wellman, 2011). In such cases the causes of the buzz can be increasingly inferred from statistical methods using a number of demographic and other economic, political, or sociological independent variables (Hand, 2000; Jones et al., 2008).

The problems of geolocation of the Internet data are varied (e.g., González et al., 2008; Jones et al., 2008; Song et al., 2010; Takhteyev et al., 2011). The first problem is to know where the poster of the information is actually located. The task of pinpointing the geolocation depends on platform on which it is being done. For instance, if web sites are searched, each web site contains registration information, which can then be retrieved and by converting these into latitude and

\(^8\) See [http://www.economist.com/node/21553006](http://www.economist.com/node/21553006).
longitude data, they be plotted on a map (Tsou et al., 2011). A number of commercial outfits provide such services. Unfortunately, simply because an IP address can be located on the world map, it does not necessarily imply that it reflects the true location of the person posting a message. However, our own research suggests that unless the posters deliberately want to hide their location, locational inferences from the raw data are approximately 90% accurate (Tsou et al., 2011).

**Semantic sensitivity of search**

A particularly challenging aspect of such megadata-based social scientific methodologies is casting the appropriate level of semantic discrimination in the processes of search, extraction, and interpretation (Alexander, 2009; Arpinar et al., 2006; Corman et al., 2002; Nebot & Berlanga, 2012). A small variation in the spelling or the keyword can provide radically different results. For instance, a search for activism or terrorism predicated on radicalized interpretations of religious texts can use either the keywords of “Koran” or “Quran” or “Qur’an.” The former yields websites that are less religious or even anti-Islamic sites. These sites are located mostly in the Western countries. In contrast, a search by “Quran” or “Qur’an” provides more Islamic sites. Similarly, by adding a single term, the charter of the search is changed substantially. Thus, for example, the name al-Awlaki, a firebrand American born Yemeni cleric who was killed by US drone attack can be searched simply by name, or the honorific title can be added to his name. It turns out that “Sheikh al-Awlaki” returns a completely different sets of sites and postings than “al-Awlaki” alone. Searching the internet for “Arab Spring” in English presents a
substantially different geo-spatial density map of web content than searching for the same term in Arabic (Spitzberg et al., 2012). Finally, our research demonstrates that while the term “Global Warming” brings in a lot of postings by the skeptics, we find a different crop of people using the term “Climate Change” (An et al., 2011).

**Beyond Sentiment analysis**

In this new methodological revolution, sentiment analyses become crucial in understanding the evolving narrative (Fortunati, 2009; Li & Wu, 2010). They can provide invaluable information regarding variety of topics from product placement (e.g., “AT&T network is slower and has more dropped calls”) to the outcome of an election, where each contestant wants to pin a narrative around an opponent (e.g., “Romney is an out-of-touch billionaire” or “Obama is a socialist”). Yet, when it comes to collective actions in terms of a political movement, we may dig a bit deeper into human motivation.

The “rational actor” hypothesis, arguably the most widely accepted assumption in the social sciences, tries to explain patterns of human behavior as the natural result of individuals acting in their own individual interest. The idea is an organizing principle in disciplines as diverse as economics, artificial intelligence, psychology, and linguistics. Yet the growing field of social psychology starting, *inter alia*, with the seminal work of Tajfel (1978, 1981; see also: Brown, 2000; Hogg et al., 1995; Korte, 2006; Turner & Reynolds, 2001) is busily accumulating evidence of the importance of groups and group in people's decision-making processes (Watts & Dodds, 2007). Decisions are heavily influenced by the group(s) in which
membership is claimed (McGlone & Giles, 2011; McFarland & Pals, 2005; Mullen et al., 2001; Reid & Giles, 2005). Group and collective identities can supersede individual identity; people often embark upon courses of action detrimental to their personal economic well-being, liberty, and life itself. This possibility is strongest in groups in which the sense of self-identification is strongest. Evidence abounds that “a strong identification with a collectivity makes participation on behalf of that collectivity more likely” (Hunt & Benford, 2004, p. 437). The key implication is that individual and group identities are manifest in symbolic expression in electronic texts, and such texts are systematically searchable and reliably identifiable en masse (Gawron et al., 2012).

A reasonable starting assumption is that intense group identification requires a clear articulation not only of who “we” are, but also who “they” are— the outsiders, the other, the “out group”, often, the enemies — an articulation that is central to all large-scale collective action from nationalism (Anderson, 2003) to terrorism (Gupta, 2008). Collective identity implies multidimensional features (Hunt & Benford, 2004), including: the identification of boundaries, consciousness (i.e., common interpretive frameworks), and negotiation (i.e., developing and sustaining symbols, artifacts, and interactions that reinforce such identities). In some cases a group is defined by a pre-existing language, but in most cases it is not; whether it is or not, an essential part of the process of dividing us from them is developing a group sublanguage. This may have a complex array of linguistic components, ranging from phonological to syntactic features, but an essential part of it is evaluative language referring to us and to them, as well as language referring
to properties of us and properties of them (Little et al., 2003).

For well-established groups with a longer history the language includes a complex set of references to heroes, leaders, victims, and artists, as well as to subgroups, key events, key dates, and key writings and key works of art, including music and games. Although group formation requires identification of “us” and “them,” the mobilization of a large number of people for collective action requires a third factor: a clear articulation of an impending existential threat (Gupta 2008). This is not an unintuitive result. Behavioral research by likes of Kahneman, Slovic and Tversky (1982) demonstrates the dominance of prospective losses over gains in the evaluation of uncertain futures. In brief, the prospect of loss of what is currently possessed is a far more potent motivator than the prospect of gains (Kahneman & Tversky, 1979; Novemsky & Kahneman, 2005). As a result, from political extremism to electoral politics, fear tactics are a winning strategy (de Hoog, Stroebe & de Wit, 2007; Witte & Allen, 2000). In accord with this idea, a well conceived “us-versus-them” analysis will target language articulating threats as well as language referring to the enemy.

For example, the in-group for white militant and hate groups is members of the white race, whereas the out-group or enemies are the non-white population, including Jews and Catholics for some groups, but significantly, also a group of white people who are perceived as traitors to the race. The general existential threat is the degradation and pollution of pure white stock, but there are many more specific instantiations because degradation has many potential dimensions and strategies. A semantic ontology can be developed, relying on domain expertise, incorporating
elements of the militant group argot and linguistic iconography referring to us-versus-them (Chau & Xu, 2007). The ontology is further expanded to include properties and products of us-versus-them and to existential threats to “us.” The hypothesis is that the elements of the us-versus-them language are strong markers of group identity. Moreover, the us-versus-them language is largely learned, with more experienced speakers using it more fluently and more frequently. Communicators who control a significant subset of this language are likely to be well-established in the group. Identifying a significant set of such markers in a text provides strong *prima facie* evidence of core group membership, such as high degrees of militancy. Subsequent research that directly inspects the websites extracted from the search processes can help to validate the accuracy of such attributions.

Another example of group identification and its social implications is entailed in the analysis of social movements. From a diffusion of innovations perspective (Compeau et al., 2007; Elkink, 2011; Meade & Islam, 2006; Rogers, 1983; Rogers & Kincaid, 1981; Vishwanath & Chen, 2011; Young, 2009), ideas are a form of diffusion innovation, and as such, can be understood in terms of their adoption curves within populations (Earl, 2010; Marquette, 1981). Social movements represent collective efforts to diffuse a particular vector of ideas, beliefs and values. Given the increasing use and reliance upon various electronic media for the mass diffusion of ideas (e.g., Carty, 2010; Diani, 2000; Earl, 2010; Oliver & Meyers, 2004; Soule, 2004; Stein, 2009; Strodthoff, 1985; Van Laer, 2010), the diffusion of social movements may be potentially mapped in almost real time, if the semantic contents (i.e., ontology) of
such ideas can be discriminated from the background of other ideas. The key elements of this process include ontology development, search processes, and subsequent iterations of interpretation and refinement.

Preliminary investigations of variants of the phase “Arab Spring” in English and Arabic have demonstrated an ability to reveal sensitive changes in the diffusion of democratic concepts throughout various geographic regions in the Middle East (Spitzberg et al., 2012; see also Etling, et al., 2010; Howard & Hussein, 2011). Eventually, correlation of such patterns over time and space, carefully intersected with the features of (Hwang, Schmierbach, Paek, Zuniga, & Shah, 2006), and communication strategies employed by, the protesters (Van Laer & Van Aelst, 2010) and the thresholds of communication activity achieved, may well provide reasonably predictive models that can differentiate stalled from successful revolutions, policy or authority shifts.

**Political suppression and Issues of Civil Liberty**

As this new methodology in social science research develops, it opens up new possibilities along with possible danger of its misuse (Gandy, 1993). For obvious reasons, law enforcement authorities from all over the world have taken notice of the potential power of data-mining. There are risks that the most powerful processes of data mining may “become the exclusive domain of private companies and government agencies” (Lazer et al., 2009, p. 721). The power with which such media can be increasingly used to geo-locate individual and group activity with spatial referents (Erickson, 2010; Tillema et al., 2010) portend dark possibilities of abuse.
Apart from the Arab Spring, which is changing the political landscape of the entire Arab/Muslim world and the “Occupy Wall Street” movement, changing the course of national discussion about poverty and income inequality, social media and twitter have also helped spawn “flash mobs” with quick and instantly spreading violence among several of the world’s capitals (Massaro & Mullaney, 2011). This has sounded alarm bells, particularly in the authoritarian nations. The Egyptian authorities realized the power of the social media a bit too late. By the time they attempted to pull the plug on the Internet traffic, the damage had already been done. Therefore, the surveillance of the Internet traffic and their regulation have become an essential part of the authoritarian nations’ law enforcement apparatus, where they not only try to control the flow of the information, but also aim at suppressing legitimate political dissent.

The Infancy of Research and the Need

The world is wired, wireless, and increasingly linked (Barabási, 2002; Dodds et al., 2003; Watts, 2003) and therefore, increasingly interdependent in complex ways (Barabási, 2010). People’s behaviors are already revealing far-reaching insights into their everyday patterns of spatial (González et al., 2008; Jones et al., 2008; Song et al., 2010) and communicative (Lewis et al., 2011; Suh et al., 2010; Walther & Bazarova, 2008; Watts et al., 2002) organization. Theorists are increasingly understanding that cyberspace is beginning to map into, onto, and through realspace (see, e.g., Adams, 2010; Breese, 2011), fulfilling Hägerstrand’s (1965, 1967; Gale, 1978) envisioning of an interdisciplinary theory of time-space geography for the cartography of human behavior.
The exponentially increasing computing capabilities along with the use of the Internet and social media by the general public all over the world has opened up a brand new area of inquiry. The very nature of this kind of research effort requires going beyond not only any single discipline in social sciences but also the creation of a true multidisciplinary area that integrates many areas far afield from traditional social sciences. Such developments are likely to revolutionize our analytical understanding of human behavior and blaze paths for new academic disciplines.

Social science research based data mining is still at its infancy. As it develops its possibilities are truly enormous and yet to be realized. On the one hand, the spread of Internet technology is empowering common people from all over the world it is also being viewed with extreme suspicion by others. There is no question about the fact that the new technology is ushering in a new era of social science research (Chandler & Cortada, 2000; Watts, 2003); in order for us to fully harness its power from disaster preparedness and mitigation of threats of pandemics, as social scientists we must be cognizant of its abilities for good and evil.
Of Mining and Mine Fields: p. 20
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Figure 1.

A basic heuristic flow diagram depicting the use of search and interpretation processes to geo-locate the diffusion of symbolic content on the web.
"Burn Koran" - minus - [US. Population Density]

The U.S population density map was used to standardize the popularity density map of "burn Koran". After the standardization, the red color hot spots indicate that San Jose, Houston, and the middle of Kansas State are the popular areas of "burn Koran" keywords. The blue color hot spots indicate the negative value (less popular) of "burn Koran" standardized by city population density.

WHY the hotspot in the middle of Kansas? Near the City of Topeka? (after the original event happen in the church located in Gainesville, Florida (green symbol), another church in the city of Topeka, Kansas claimed that they will continue the action of "burn Koran". )